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In this paper, we suggest to use hybrid approach to time series forecasting problem. In first part of 

paper, we create a literature review of time series forecasting methods based on hybrid neural net-

works and neuro-fuzzy approaches. Hybrid neural networks especially effective for specific types of 

applications such as forecasting or classification problem, in contrast to traditional monolithic neural 

networks. These classes of problems include problems with different characteristics in different mod-

ules. The main part of paper create a detailed overview of hybrid networks benefits, its architectures 

and performance under traditional neural networks. Hybrid neural networks models for time series 

forecasting are discussed in the paper. Experiments with modular neural networks are given. 
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Introduction 

Nowadays modelling and forecasting time series are among the most active areas of re-

search. For example, depending on the historical data, situation on sales market, changes in pric-

es for shares of population growth and banks deposits are forecast. Forecasting time series af-

fects the lives of people around the world, so it has great practical value and perspectives of re-

search in all areas of the modern society, which is also an important area in the field of computer 

application. 

The solution of problems of identification of dynamic objects should be used in a variety 

of fields: it can simplify temperature controllers, or complex management and forecasting. It can 

also solve the forecasting problem, along with a number of different methods, for example, sta-

tistical analysis, neural networks [1]. Identification of the object may be difficult if the exact 

structure of the model of the object is unknown, some of the parameters of the object change due 

to obscure principles, or the exact number of parameters of the object is unknown. In such cases, 

the hybrid neural network can be used for identification of dynamic objects. There are many 

types of neural networks that are used for identification of dynamic objects. Despite the large 
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number of neural network methods for identification of dynamic objects, most of these algo-

rithms have some limits, or do not provide the required accuracy. 

Among all kinds of neural networks, architectures that can be used for identification of dy-

namic objects allocated a class of neural networks based on self-organizing maps of Kohonen 

with hybrid architecture. Hybrid neural networks of this type will get special attention in this ar-

ticle because they are becoming more widespread and successful applications for solving various 

problems of recognition [2], identification [3], and forecasting. We will also consider a number 

of biomorphic neural networks applicable for solving identification problems and management. 

1. Modular Neural Networks 

1.1. Main idea of the modularity 

The core of the modular neural networks is based on the principle of decomposition of 

complex tasks into simpler ones.  Separate modules make simple tasks. More simple subtasks are 

then carried through a series of special models. Each local model performs its own version of the 

problem according to its characteristics. The decision of the integrated object is achieved by 

combining the individual results of specialized local computer systems in a dependent task. The 

expansion of the overall problem into simpler subtasks can be either soft or hard-unit subdivi-

sion. In the first case, two or more subtasks of local computer systems can simultaneously as-

signed while in the latter case, only one local computing model is responsible for each of the 

tasks crushed. 

Each modular system has a number of special modules that are working in small main 

tasks. Each module has the following characteristics [4]: 

• The domain modules are specific and have specialized computational architectures to 

recognize and respond to certain subsets of the overall task; 

• Each module is typically independent of other modules in its functioning and does not in-

fluence or become influenced by other modules; 

• The modules generally have a simpler architecture as compared to the system as a whole. 

Thus, a module can respond to given input faster than a complex monolithic system; 

• The responses of the individual modules are simple and have to combine by some inte-

grating mechanism in order to generate the complex overall system response. 

The best example of modular system is human visual system. In this system, different 

modules are responsible for special tasks, like a motion detection, color recognition and shape. 

The central nervous system, upon receiving responses of the individual modules, develops a 

complete realization of the object which was processed by the visual system.  

1.2. Artificial Hybrid Neural Networks 

Definition 1: A neural network is hybrid if it has a set of subsystems operating in parallel 

independently of each other and has different outputs which are indirectly integrated and do not 

interact with other. 

http://technomag.edu.ru/en/


Science & Education of the Bauman MSTU 235 

Hybrid neural networks are especially effective for specific types of applications such as 

forecasting or classification problem, in contrast to traditional monolithic neural networks. These 

classes of problems include problems with different characteristics in different modules. For ex-

ample, in the case of function approximation, piecewise continuous function does not model 

conventional neural networks, at the same time, hybrid neural networks solve this problem quite 

effectively. [5] Some of the main advantages of hybrid training systems are scalability, addition-

al training, constant adaptation, economics of education and training, as well as computational 

efficiency.  

Hybrid neural networks are made up of subsystems that may be separated according to cat-

egories based on different structures and functionalities; each subsystem is combined with one 

another. Each subsystem may represent a separate neural network, which performs individual 

subtasks. Different learning algorithms can also be combined with each other, which leads to 

better training the neural network by integrating the best learning algorithms for a particular task. 

Structurally, the hybridity of the a priori knowledge problem can be introduced into the structure 

of a neural network that provides significant structural representation of it. Typically, different 

approaches to hybridization used in combination with each other in order to achieve an optimum 

combination of a hybrid network structure and a learning algorithm. 

1.3. Advantages of Hybrid Neural Networks 

1) Simplification of the traditional neural network system 

The complexity of monolithic neural networks greatly increases the complexity and size of 

the problem. The number of scales quadratically increases in relation to the size of most neural 

networks [6]. Hybrid neural networks can avoid this problem as a special subsystem (modules) 

splits the problem into simpler and solves them [7], [8]. 

2) Immunity 

Homogeneous communication of traditional neural networks leads to poor stability and 

susceptibility to interference. Hybrid neural networks increase reliability and fault tolerance 

models. Such properties have been observed in the structure of the visual system of the brain, 

which has a modular design and consists of separate, independent modules, which are intercon-

nected. Damage to one of the modules is not able to destroy the whole entire system, it will op-

erate [9]. 

3) Extensibility 

Scalability is one of the most important features of the hybrid neural networks. Monolithic 

neural networks, if necessary retraining, it is necessary to train fully again. While a hybrid neural 

networks need not be completely retrained due to its design, there is a possibility of adding new 

modules, and if it is necessary, retrain a separate module. 

4) There is no need to retrain the entire network 

Hybrid neural networks are the basis of integration, capable of controlled and uncontrolled 

learning paradigms. The modules can be pre-trained individually for specific subtasks and then 

integrated by the integration unit, or can be trained along with the integrating unit. In the later 
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situation, there is no indication of training data, a module must perform subtasks, and that during 

the preparation of the individual modules to compete or cooperate to achieve the desired overall 

objectives. This training scheme is a combined function of both controlled and uncontrolled 

learning paradigms. 

5) Efficiency 

The division into more simple tasks helps to significantly reduce the computational cost 

[10]. The hybrid neural network can learn a variety of functional maps faster than the corre-

sponding monolithic global neural network, because each individual module in a hybrid neural 

network must learn perhaps more simple, functional part of the general mapping. Additionally, 

hybrid network have the inherent ability to degrade the degradable tasks simpler set of tasks, 

thereby enhancing the Learn-ability and training time. 

6) Easy to learn 

Embedding hybrid neural networks leads to a large number of advantages compared to a 

single global neural network. For example, implementation of complex modes of local area net-

works of neurons improves learning ability hybrid neural network model, and thus makes them 

more complicated for large-scale problems that usually cannot processed by the global neural 

network models. Furthermore, complex behavior may require different types of equipment and 

process knowledge to be combine with each other, which is possible without any structural or 

functional hybridity. 

7) Speed training 

To ensure the continued survival of biological systems, new functionalities integrated into 

existing systems, along with the continuation of learning and adapting to changing conditions 

[11]. Similar, the hybridity enables learning economy so that in case of changing operating con-

ditions, only those parts of the hybrid neural network must be change, which does not correspond 

to the new conditions, and not the entire system. Furthermore, it is possible also to reuse some of 

the existing specialized modules for different applications of the same nature, rather than re-

training details common to the two problems. 

8) Integrality 

Hybridity is a way of embedding a priori knowledge in a neural network architecture, 

which is important to improve the learning of the neural network. The motivation for the integra-

tion of a priori knowledge of the problem is that it might be the best way to develop an appropri-

ate neural network system for the available training data. This may include the ability to hybrid-

ize the neural network architecture. The hybrid neural network architecture can be use to inte-

grate the various neural functions, various neural structures or various kinds of learning algo-

rithms, depending on the task. 

9) Insight into Neural Network Models 

The hybrid neural networks can achieve significant performance improvements as well as 

knowledge about the task can be use to introduce the structure and significant representation in 

their design. By virtue of the fact that different modules perform different tasks within separate 

hybrid neural network, and the intermediary unit adjusts its behavior, easily get an idea of the 
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workings of hybrid neural network simply by separately analyzing the output behavior of the in-

dividual modules and the intermediary unit. This function does not exist, and perhaps not even 

possible in global monolithic neural networks. 

10) Biological analogy 

Hybrid or modular neural networks have an analogy with biological nervous systems, 

which operate on a similar principle. The nervous system is, in turn, from the various subsystems 

that solve their problems, that work together to achieve global targets the nervous system. For 

example, a very complex task Detect broke down into smaller sub-tasks, so that the visual tasks 

optimized for different situations. In addition, the same structure could itself replicate many 

times, giving the visual cortex, a much-desired property of robustness. 

2. Hybrid Neural Networks Models for Time Series Forecasting 

2.1. VQTAM - Vector-Quantized Temporal Associative Memory.  

VQTAM - a modification of the self-organizing Kohonen maps, which could be used for 

identification of dynamic systems [11]. The structure of this network is analogous-tech structure 

of Kohonen self-organizing maps, the key difference lies in the organization of the weighting 

coefficients network of neurons. The vector of input features of the network is divided into two 

parts: )(tin
x , )(tout

x . The first part of the input features )(tin
x contains information about the in-

puts of a dynamic object and its previous output. The second part of the vector of input features 

)(tout
x  contains information about the alleged withdrawal of the dynamic object corresponding 

inputs. Weight vector is split in a similar manner. Thus,  
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where       - weight vector of i-neuron,   
      weights of part of the vector corresponding to 

the part of the input vector       , and   
       - part of the vector of weights corresponding to 

the portion of the input vector        . The first part of the vector of input features contain in-

formation about process inputs and outputs of its previous:  

))(),...,1(),(),(),...,1(()( uy

in ntttnttt  uuuyyx , 

where          . The second part of the vector of input features 

)()( ttout
yx   

contains information about the intended output of this process, the appropriate inputs       . 

Each example is a sample consisting of a pair of vectors 

))(),(( tt uy  

and sampling should withhold not less than  

),max( yu nn
 

examples. The vector y(t) is a vector of the object at time t inputs and u(t) - outputs the vector of 

the object at the same time. 
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After the input of the next input vector x(t) network is made up of not-how many examples 

of learning sample, the neuron-winner is determined only by the vector x
in

(t): 

 )()(minarg)(* ttti in

i

in

i
wx 

 , 

where i
*
(t) - number of neuron-winner in step t. 

To change the weights the modified rule changes weights for conventional SOM could be 

applied: 

)]()()[,,()()( * tttiihtt in
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)]()()[,,()()( * tttiihtt out

i

outout
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where 0 < α(t) < 1- the speed of the network training, and h- the function of the neuron i and i
*
. 

The neighbourhood h(i
*
,i,t). As a neighbourhood h(i

*
,i,t) function a Gaussian function, for ex-

ample, could be selected: 
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      and         wherein - the position on the map i and i
*
 neurons, respectively, σ(t) > 0- one to 

radius-defined neighbourhood function in step (usually the initial value of the selected parameter 

decreases linearly or exponentially depending on). After the selection of the winning neuron 

network output is set    
       (of-trained network diagram is displayed in Fig. 1). Where TDL - 

Tapped Delay Line. 

 

Fig.1. Learning scheme of VQTAM. 

 

While working on VQTAM input is only the vector x
in

(t) for which deter-mined by the 

neuron-winner and the output is set to the network    
      . The vector    

       may be a life 

interpreted as predicted-yield of the       object at the time t. It is also worth noting that this al-

gorithm is applied to objects, the output of which can be described as a means of continuous and 

discontinuous functions. 
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2.2. RSOM – Recurrent Self-Organizing MapVQTAM - Vector-Quantized Temporal Asso-

ciative Memory 

In RSOM, unlike ordinary Kohonen maps with recurrent connections, a decaying in time 

vector of outputs is introduced for each neuron. This vector is used to determine the winner neu-

ron and in maps weights modifications [12]. 

We represent the vector network inputs as follows: 

))(),...,1(),(),(),...,1(()( uy ntttnttt  uuuyyx , 

where Tny  , Tnu  . 

The output of each neuron is determined by the following expression: 

)()( ttV ii v , 

where ))()(()1()1()( tttt iii wxvv   - constant output attenuation coefficient )10(  

, )(tVi  - i th neuron output in cycle t, )(tiw  - i th weight vector of the neuron, ki ,1 , k - the 

number of neurons in the network. 

After filing for another example of the network, input neuron-winner is determined as a 

neuron with minimum output: 

 )(minarg)(* tVti i
i


 . 

To change the scale a modified rule for training Kohonen maps is used: 

)(),,()()( * ttiihtt ii vw   , 

where 1)(0  t - the speed of the network training, and h - the function of the neuron i  and *i  

the neighbourhood. Driving such a neuron network shown in Fig. 2. 

 

Fig.2: Neuron scheme of RSOM network. 

 

After the learning network - the network is launched on the training set and the cluster-

polarizes it, forming clusters that could be approximated by local models such as linear func-

tions. Local model is built for each cluster. Thus, after running a test sample on the network for 

each sampling point determined by the most suitable local model in which the following output 

object can be predicted. 
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This process could be accelerated by using the algorithms of construction of local linear 

models during training of the neural network. This method of construction of models is applica-

ble, if the dimension of the vector output of the object is equal to one, it is discussed further sca-

lar values )(ty  and )(ˆ ty so it is worth noting that this method can be successfully applied only to 

objects, the output of which can be described by a continuous function. Each RSOM neuron 

network assigned a matrix )(tAi  containing the coefficients of the corresponding linear model: 

 Tniiniii tttttA
Uy
)(),...,(),(),...,()( ,1,,1, aabb

. 

The output value of the network is determined in accordance with the following expres-

sion: 
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where )(* tA
i

 - coefficient matrix associated with neuron winner )(* ti . The Matrix )(* tA
i

 is used 

for linear approximation of the model output. 

In the construction of local linear models simultaneously with the neural network training, 

there must be an additional rule to change the coefficients of linear models: 

)(),,()()1( * tAtiihtAtA iii    . 

where 10  - the speed of learning model, and )(tAi  - usually error correction Widrow-

Hoff: 
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where )(ty - the desired output of the model when applied to the input vector )(tx . 

Thus, a change in the model coefficients with weight coefficients of neurons in each net-

work training step. Online mode after applying the input vector input - neuron network deter-

mines the winner )(* ti . Then the corresponding matrix )(* tA
i

 coefficients of the linear model are 

selected. With the help of selected matrix output model is defined by the formula: 

)()()(ˆ * ttAty T

i
x . 

2.3. Modular Self-Organising Maps 

Modular self-organizing maps are presented in a number of works by Tetsuo Furukawa 

[14]. SOM has a modular structure of the array consisting of mo-functional modules, which are 

trained neural network, for example, multi-layer perceptrons (MLP), and not the vectors as in the 

conventional self-organizing maps. In the case of MLP-modules, modular self-organizing map 

identifies the group of features or functions, depending on the input and output values, while 

building a map of their similarity. Thus, modular self-organizing map with MLP modules pre-

constitutes a self-organizing map in a functional, rather than in a vector-space [15]. 
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Such neural network structure can be regarded as biomorphic, as they emerged, a novena is 

largely due to research the structure of the cerebral cortex with milk-feed, and confirmed by a 

number of further studies [16]. The basis of the idea of the structure of the cerebral cortex is the 

model of a cellular structure where each cell is a plurality of neurons, a neural column. Column 

neurons are combined into a more complex structure. In this regard, it is proposed to simulate the 

column neuro-new separate neural networks. This idea has formed the basis of modular neural 

networks. 

In fact, a modular self-organizing map is a common Kohonen map where neurons are re-

placed by more complex and independent structures, such as other neural networks. This change 

requires a slight modification of algorhythm training. 

In the proposed algorithm Furukawa at the initial stage of training network repents on the 

sample input data corresponding to different images (take to the problem to be solved in this 

work - the different states of a dynamic object), which can map the similarities to build a net-

work, and calculate the error of each of the network module:  





J

j

ji

k

ji

k

i
J

E
1

2

,,
ˆ

1
yy . 

Module-winner is determined as a module, minimizing the error k

iE : 

k

i
k

i Ek minarg*  . 

Once the module-winner is determined, the network adapts the scales – at first the weight 

of the winning module is adapted according to one of the possible learning algorithms of this 

type of networks then begins adapting weight cards. In this process, the parameters of each of the 

modules are treated as a card weight and are adapted for standard algorithms Kohonen self-

organizing maps. 

Articles such Furukawa neural network is used to construct maps of different similarity, in-

terpolation, and pattern recognition. In this present work, modular networks have been success-

fully applied to the identification of dynamic objects, with unique, previously proposed modular 

structures have been developed, where the modules and the type of network VQTAM RSOM 

described above are used. 

Modular neural network, where the modules used type of network VQTAM (ie 

SOMxVQTAM Network), developed in the course of this work, is trained using a combination 

of learning algorithms modular network, as well as learning algorithm VQTAM types of net-

works. At the stage of training, after the training of the next example, network input, calculated 

outputs VQTAM all types of networks are used as modules, module-winner is further defined as 

a minimum unit whose output is removed from the expected net yield on the submitted training 

example. After that there is a network adjustment weights VQTAM type, located in the winning 

unit, adjustment of the scale where the algorithm adjusts the weights VQTAM types of networks. 

The set of weight vector of the module of neural network is considered as one of the weight vec-

tors of the modular network. And the weight modification is done according to the standard of 

Kohonen Maps learning algorithms. 
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In the case of the network module where the modules as applied RSOM type network (i.e. 

network SOMxRSOM) are also obtained in this work, learning occurs in a similar manner. 

Next, we consider some examples of work; produce new neural networks in a number of 

real-world data and compare them with some other algorithms. 

Conclusion 

This work considered in detail the main features of the construction of the hybrid neural 

network models for time series prediction. In particular, we consider the advantages of hybrid 

architectures over traditional monolithic neural networks. 

The paper presents several predictive models developed on the basis of hybrid modular 

neural network and presents their main characteristics. 

Further work on the topic of the research suggests a deeper consideration of the topic of 

forecasting with the use of hybrid systems in conjunction modular architectures and fuzzy sys-

tems. 
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Прогнозирование временных рядов представляет собой обширную область, которая 

развивается наиболее быстрыми темпами. Способствует всему этому быстрое изменение 

ситуации во всех областях жизни, это и экономика, и политика, и различные другие сфе-

ры, которые непосредственно влияют на жизнь каждого из нас. Методы прогнозирования 

также эволюционируют в след за изменяющейся конъюнктурой и предъявляемыми новы-

ми и новыми требованиями. Изменяются производственные и экономические процессы, 

меняется законодательная база, которая регулирует данные процессы, появляются новые 

процессы производственной и социальной сферы, все это влечет за собой появление фи-

зически коротких временных рядов, поскольку данные процессы, индикаторы не являлись 

предметом статистического учета. Также, трудности для прогнозирования представляют 

нелинейные процессы, зашумленность временных рядов. Исходя из данной ситуации це-

лесообразно разрабатывать новые методы прогнозирования, а как показывают исследова-

ния, лучше всего с этим справляются гибридные методы. 

Идея модулярных нейронных сетей основывается на принципе декомпозиции слож-

ных задач на более простые. Эта идея схожа с тем, как построена биологическая нервная 

система, которая обладает очень важным свойством – при выходе из строя одного из мо-

дулей, другие продолжают работать исправно. Благодаря построению гибридный модуль-

ных нейросетевых систем, можно получать универсальные и устойчивые системы.  

Гибридные и модульные архитектуры нейронных сетей обладают широким рядом 

преимуществ над традиционными нейронными сетями. Среди них, можно выделить спо-

собность данных сетей к расширению без необходимости переобучения всей нейронной 

сети, что доставляет не мало проблем разработчикам. Достаточно переобучить один мо-
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дуль и сеть может работать. Гибридные сети гораздо более стабильны к помехам, они го-

раздо быстрее обучаются, а процесс обучения проще. Это только часть характеристик, де-

тально изложенных в данной работе. 

Предложены несколько модификаций модульных нейронных сетей, на основе само-

организующихся карт Кохонена, такие как Vector-Quantized Temporal Associative Memory 

(VQTAM), Recurrent SOM (RSOM), Modular SOM. Детально описана архитектура данных 

нейронных сетей. 

Работа выполнена при финансовой поддержке РФФИ по проектам № 16-37-50023 и 

14-07-00603. 
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